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ABSTRACT

Satellites have become more widely available due to the reduction in size and cost of their components. As a result, there has been an advent of smaller organizations having the ability to deploy satellites with a variety of data-intensive applications to run on them. One popular application is image analysis to detect, for example, land, ice, clouds, etc. for Earth observation. However, the resource-constrained nature of the devices deployed in satellites creates additional challenges for this resource-intensive application.

In this paper, we present our work and lessons-learned on building an Image Processing Unit (IPU) for this satellite. We first highlight the resource constraints based on a deployed satellite performing machine learning on satellite imagery in orbit, including the required latency, power budget, and the network bandwidth limitations driving the need for such a solution. We then investigate the performance of a variety of edge devices (comparing CPU, GPU, TPU, and VPU) for deep-learning-based image processing on satellites. Our goal is to identify devices that are flexible when the workload changes while satisfying the power and latency constraints of satellites. Our results demonstrate that hardware accelerators such as ASICs and GPUs are essential for meeting the latency requirements. However, state-of-the-art edge devices with GPUs may draw too much power for deployment on a satellite.

CCS CONCEPTS

- Hardware → Emerging technologies; • Computer systems organization → Real-time systems; • Computing methodologies → Machine learning.
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1 INTRODUCTION

Most innovations in real-world satellite applications used to be only available to the largest countries such as the USA and Russia. These innovations led to significant reductions in the size of a satellite’s components and the cost of the manufacturing and deployment process of a satellite. This, in turn, introduced a new CubeSat class of small satellites. Their format is based on a 10cm cube, with the possibility of combining multiple of these to create a larger satellite. This standardization [12] makes a batch deployment of satellites easier as the format affords tight configuration. The reduction in costs that came as a result of this new deployment method led to the advent of satellites owned by small or private organizations.

On the other hand, the size of the CubeSat class satellites poses new complexities, such as the power and thermal constraints and the physical dimensions of components. Therefore, space Internet-of-Things (IoT) applications pose additional challenges compared to terrestrial edge IoT applications. The edge devices deployed on satellites must perform very resource-intensive workloads with high reliability and do so in a highly resource-constrained environment.

Image processing and analysis is one class of possible satellite workloads, especially for Earth observation [2]. Satellites with this type of workload take large-scale images, which they have to store and send back to a ground station. The link between the satellite and a ground station is of limited bandwidth and short-lived. The images must be highly compressed to send all of them or filtered by quality and areas of interest. The images already have a resolution of tens or hundreds of meters per pixel, and lossy compression would lead to even more loss of detail. Filtering by areas of interest preserves the details of the images but is more resource-intensive.

Performing data compression or filtering operations on a satellite before the data is sent to Earth is essentially an initial step. A type of data pre-processing task, for a longer end-to-end image analysis pipeline for data-intensive Earth observation applications. Enabling such data processing on a satellite can lead to smaller satellite sizes, while still delivering data of higher value, i.e. image resolution and relevance. This paper presents in detail what it takes to perform deep-learning-based image processing on small satellites based on our experiences in the DISCO [17] project. DISCO offers university students the opportunity to design and operate a small satellite and to gain space flight experience. It is a collaboration between four universities in Denmark and aims to launch three student CubeSats into Low Earth Orbit. The first launch, including the IPU described in this work, happened in April 2023 [44].

The contributions of this paper are:

• We illustrate the network bandwidth limitations of small satellites in Section 2 by quantifying the maximum number of images these satellites can transmit back to Earth, stressing the need for image filtering and compression to increase the value of the received data.

• We characterize the requirements and constraints of performing satellite imagery analysis on a CubeSat-based satellite in orbit in Section 2. We do this by outlining multiple scenarios based on deep-learning-based image filtering on satellites and showing
how each scenario affects the required latency, storage, and power draw of such a system.

• Using the identified scenarios, we investigate the suitability of several edge devices for the IPU on the satellite in Section 3. The devices are based on a variety of hardware architectures, ranging from a microcontroller based on an ARM CPU to system-on-chip (SoC) devices offering more parallelism by leveraging the power of hardware accelerators. Our results demonstrate not only the benefit of using highly specialized hardware but also the need to strike a balance across flexibility, energy efficiency, and image processing latency for the space edge IoT use case.

2 REQUIREMENTS

The requirements and constraints of the system are based on the DISCO’s Arctic imaging mission use case. The power and mass constraints of the Image Processing Unit (IPU) are based on the budget and engineering design. These are typical values for a modular 3U Earth-imaging satellite. One third of the satellite (1U) is dedicated for the payload to house the IPU as well as the module enclosure, cameras, and corresponding optics. The mass of the whole payload cannot exceed 1.3kg. Table 1 lists the IPU’s physical constraints.

<table>
<thead>
<tr>
<th>Nominal power</th>
<th>Peak power</th>
<th>Mass</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00 W</td>
<td>5.00 W</td>
<td>0.15 kg</td>
<td>10x70x80 mm</td>
</tr>
</tbody>
</table>

Table 1: List of constraints of the Image Processing Unit (IPU).

In addition to the physical constraints, the IPU should meet soft requirements, such as short time-to-boot, robustness against crashes and failures, and preferably flight heritage. Furthermore, there are use-case-related requirements, such as latency, which we base on a single streaming camera setup that can be extrapolated to multi-camera setups. The IPU must also have low heat dissipation as it has to rely purely on radiation for cooling.

The planned orbit of DISCO is a sun-synchronous polar orbit at 550 km altitude. The camera sensor is based on the Alviun 1800 C-2040 with an image resolution of 4,512 x 4,512 pixels, and the lens focal length is the maximum that could be considered for the mission. Assuming a 50% overlap1, i.e., capturing the same land area, we derive a 4.42s latency between consecutive images (Tl) as follows:

\[ T_l = \frac{GSD \cdot H_l \cdot \cap_i}{v} = \frac{14.8495m/px \cdot 4,512px \cdot 0.5}{7,585.16m/s} = 4.42s \]  

, where GSD (ground sample distance) is the spatial resolution of an image, \( H_l \) is the height of the image in pixels, \( \cap_i \) is the overlap between images, and \( v \) is the satellite’s orbital velocity.

Given this latency, we next describe three image processing scenarios with varying levels of difficulty based on the Arctic mission’s goals. For multi-camera setups, the substitution of other cameras’ GSD and \( H_l \) would determine the latencies for each of them. The overall latency requirement for the IPU would then depend on whether the cameras are used simultaneously or not.

Scenario 1: Real-time imaging. Images are taken with a period of 4.42s, as derived in Equation 1. The inference has to be completed before the next image is captured. This allows for the results of an inference to be used in decision-making for the next image capture.

Scenario 2: Arctic region imaging. Images are taken only while the satellite is over the polar regions relaxing the latency requirements. Images are buffered, and inference is performed in the remainder of the orbit, with the IPU available for inference before the subsequent orbit. This cycle completes in 5,739s. Given the camera’s spatial resolution, this amount to the capture of 80 images and 71.74s per image.

Scenario 3: Greenland imaging. Images are taken only while over Greenland, further relaxing the latency requirements. Once a day, there are four consecutive passes over Greenland. Each pass takes 80 images (\( N_i \)), which can be derived as follows:

\[ N_i = \frac{H_G}{GSD \cdot H_l \cdot \cap_i} = \frac{2,670,000m}{14.8495m/px \cdot 4,512px \cdot 0.5} = 79.7 \]  

, where \( H_G \) is the distance between the northernmost and the southernmost points of Greenland. As a result, \( 80 \cdot 4 = 320 \) images have to be buffered for performing inference on them per day. This yields the maximum per-image inference latency of 270s. While this dramatically decreases the compute requirements, it increases the requirements for the storage capacity and I/O, as the images have to be first buffered to storage.

Space to Earth bandwidth impact. Given the camera’s image resolution, we can calculate the theoretical maximum number of images we can transfer back to Earth in a day:

\[ T_l(b) = \frac{b \cdot N_p \cdot T_p}{H_l \cdot W_l \cdot C_l \cdot 8} \]  

, where \( C_l \) is the number of channels in the image, three in the case of RGB cameras, such as the one used on DISCO satellites. \( N_p \) corresponds to the number of passes a day above a ground station and \( T_p \) is the average length of a pass in seconds. While these numbers vary daily, we can use an estimate of 4 passes with 10 minutes of usable average duration. This total number of images is dependent on the network bandwidth between the satellite and the ground station (b). In the case of DISCO1, only a slower UHF connection with up to 9.6 Kbps bandwidth is available. Finally, \( H_l \) and \( W_l \) are the height and width of the image in pixels, respectively, and each pixel has an 8-byte representation. This results in:

\[ T_l(9,600) = \frac{9,600 \cdot 4 \cdot 600}{4,512 \cdot 4,512 \cdot 3 \cdot 8} = 0.05 \]  

The next satellite launch, DISCO2, is expected to have the significantly faster S-band connection that achieves 10 Mbps between the satellite and the Earth. With that, the total number of images that can be transferred in a day increases to 49.12 based on Equation 4. However, even with this increase, one would need to discard 38.6% of images in the Greenland imaging scenario, which is the least demanding among the three.

Two other factors can increase the number of images sent in a day significantly, which this equation does not account for. First, the equation only calculates this number for a single ground station. The number of the total images transferred would scale linearly with the increase in the number of ground stations. Second, the load on the network is calculated based on the raw, uncompressed, size of the images. The size of the images can be significantly reduced

1A conservative estimate by the domain experts in the project.
using compression. While lossy compression could deliver a higher reduction in the size, lossless compression is preferable in order to preserve details of the imagery for further scientific purposes.

Nevertheless, these numbers highlight the need for filtering out irrelevant images or parts of images on the satellite before sending them to Earth. Even the simplest case of discarding cloud-covered images can save \(\approx 67\%\) of the bandwidth [34]. Cloud discrimination can be combined with other objectives closely aligned with the mission, which can increase the bandwidth use efficiency even further. Therefore, investigating the most suitable computing platform to deploy on the IPU to accomplish such a filtering task is essential.

3 CHOICE OF THE IPU

With the requirements for the IPU identified in Section 2, this section investigates the suitability of a list of edge devices as a choice for the IPU. The list of devices represents different processing types and capabilities at the edge as described in Section 3.1. As a result, there is no one size fits all when it comes to the software setup required for the target use case on these devices. To ensure that we utilize them in the best way possible for the target workload, we first analyze the performance trade-offs and settle on the most optimized setup for each of them in Section 3.2, before we compare the performance of all devices with respect to each other in Section 3.3. Finally, Section 3.4 gives a summary of our investigation.

3.1 Methodology and Setup

3.1.1 Devices under Test. We conduct experiments on seven devices representing different hardware architectures, from general-purpose to ASICs. Table 2 lists the specifications. In addition to the variety of hardware architectures to represent, the devices are chosen based on their size and mass while taking into account the need for high performance and the highly limited power budget.

ARM Cortex-M7 Microcontroller [28] is the most general-purpose device on our list since it only has ARM CPUs. It delivers the lowest performance due to its low specialization. It, however, has a low power consumption, which is an important factor in the choice of the IPU. Furthermore, this chip has an extensive flight history and would, therefore, be a safe choice for deployment.

To perform machine learning inference using this microcontroller (MCU), we leverage the X-CUBE-AI tool [58] to generate an optimized inference library for STM32 chips.

On this device, we emulate the performance and power characteristics of a flight computer available for potential deployment in the DISCO project (OBC-P3) using the Cortex-M7 core of the STM32H745 chip with clock frequency scaled down to 300MHz.

NVIDIA Jetson Nano [43] is designed for embedded applications built around a power-efficient SoC composed of an ARM CPU and an NVIDIA GPU. CPUs are the most common choice for the acceleration of machine learning thanks to the high degree of parallelism they offer. This device is not only specialized for deep learning but can also be leveraged to accelerate other parallel tasks, such as image pre-processing pipelines (cropping, resizing, etc.). This flexibility, while allowing a more general-purpose use, can have increased power consumption as one of its side effects.

NVIDIA Jetson Nano can operate at up to 10W and was configured to operate at 5W by disabling two of the four cores of the CPU to fit within the power budget of the satellite (see Table 1). This, however, does not affect the GPU due to the lack of finer control over its power, which is only present in the newer architectures.

This device runs Ubuntu 18.04 and can leverage frameworks such as TensorFlow [1], PyTorch [45], or TensorRT [56].

Intel Neural Compute Stick 2 (NCS2) [26] is an ASIC based on the Intel Movidius Myriad X Vision Processing Unit (VPU), which is designed to accelerate convolutional neural network inference. This accelerator needs to be coupled with a host device, which in the case of this study is Raspberry Pi 3 [46].

The deployment of neural network inference on NCS2 is facilitated by the Intel OpenVino framework [27], which can convert the neural networks trained using a majority of popular deep learning frameworks into its intermediate representation. OpenVino further optimizes these models and compiles them for running on the NCS2. These optimizations include layer fusion and quantization to 16-bit floating point values, the only data type supported by NCS2.

Toradex Verdin iMX8M Plus [53] is based on the NXP iMX8M Plus chip, which uses Neural Processing Unit (NPU) for acceleration of machine learning workloads. Similarly to the GPU on the NVIDIA Jetson Nano, the NPU of the NXP iMX8M Plus chip is found on the same die as the CPU, used as the host of the accelerator, allowing the accelerator to take advantage of the fast interconnect within the chip when communicating between the CPU and GPU.

The deployment of machine learning workloads on this device is facilitated by TensorFlow Lite and a custom VX Delegate, which facilitates offloading of the operators onto the NPU, supporting 16-bit floating point and 8-bit integer operations. This device runs custom stripped-down Yocto Linux.

CoralAI TPU [14] is developed by Google to accelerate machine learning inference at the edge. Similar to NCS2, it is not standalone and needs to be coupled with a host. The TPU compiler [15] accepts neural networks in the TensorFlow Lite [23] format, quantized to 8-bit integers, the device’s only supported data type. We evaluate this device in three form factors:

1. Coral AI Dev Board Micro, an embedded device coupling the CoralAI TPU with two low-power ARM cores running FreeRTOS [18].
2. Coral AI Dev Board Mini, which combines the CoralAI TPU with a more capable quad-core CPU at the cost of higher power consumption.
3. Coral AI USB Accelerator, hosted on the Raspberry Pi 3, which provides a fair comparison with the NCS2.

3.1.2 Metrics. The metrics used for the performance characterization of the devices are based on the requirements Section 2 outlines. Latency is the time-to-inference of an image of size 4512 x 4512 pixels in seconds. It measures the case where the image is already in the device’s memory and disregards the latency of image capture, network overhead, setup time, and the model initialization, which will all get amortized over time in a real-world setting.

Nominal power draw is the average power draw of the device multiplied by the device’s duty cycle, which is the ratio between the achieved and required latency for each scenario outlined in Section 2. This metric is reported in megawatts (mW).

Peak power draw is the maximum power draw, measured in mW, a device reaches during the inference.
we use a 5-class image classification problem aligned with one of the
Table 2: Specifications of the devices. The dimension and mass in parenthesis shows data for the accelerators attached externally.

<table>
<thead>
<tr>
<th>CPU</th>
<th>OBC-P3</th>
<th>Jetson Nano</th>
<th>RPi 3 + NCS2</th>
<th>Toradex Verdin iMX8MP</th>
<th>CoralAI Dev Board Micro</th>
<th>CoralAI Dev Board Mini</th>
<th>RPi 3 + CoralAI USB accel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAM</td>
<td>ARM Cortex-M7 Quad-core ARM Cortex-A57 Quad-core ARM Cortex-A53 Quad-core ARM Cortex-M7 ARM Cortex-M7 ARM Cortex-M4 ARM Cortex-M3 @ 300MHz @ 1.2 GHz @ 1.43 GHz @ 1.8 GHz, ARM Cortex-M7 @ 800 MHz, ARM Cortex-M4 @ 400 MHz @ 1.5 GHz @ 800 MHz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage</td>
<td>2MB Flash, 64GB eMMC</td>
<td>128GB eMMC</td>
<td>32GB eMMC</td>
<td>32 GB SD card</td>
<td>128MB NAND</td>
<td>8GB eMMC</td>
<td>32 GB SD card</td>
</tr>
<tr>
<td>Accelerator</td>
<td>-</td>
<td>Intel NCS2</td>
<td>NPU (2.25 TOPS)</td>
<td>CoralAI Edge TPU (4 TOPS)</td>
<td>CoralAI Edge TPU (4 TOPS)</td>
<td>Coral AI USB accel. (4 TOPS)</td>
<td></td>
</tr>
<tr>
<td>Dimensions</td>
<td>94 x 94 x 13 mm</td>
<td>85 x 56 x 20 mm (72.5 x 27 x 14 mm)</td>
<td>120 x 120 x 19 mm</td>
<td>65 x 30 x 6.8 mm</td>
<td>14.6 mm</td>
<td>85 x 56 x 20 mm (65 x 30 x 8 mm)</td>
<td></td>
</tr>
<tr>
<td>Mass</td>
<td>120 g</td>
<td>42 g (53.4 g)</td>
<td>181.8 g</td>
<td>10.4 g</td>
<td>25.5 g</td>
<td>42 g (19.2 g)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Specifications of the devices. The dimension and mass in parenthesis shows data for the accelerators attached externally.

**Power consumption** is reported in megawatt-hour (mWh) based on Equation 5, where $E$ is power consumption, $P$ is the average power draw in mW, and $t$ is the latency in seconds of inference of a single full-size image. This metric will guide the choice of a more energy-efficient device if multiple devices fulfill the requirements for the use cases.

$$E = \bar{P}(t/3,600)$$

The power draw of the devices was measured using Otii Arc Pro [48], a precision power supply and analyzer.

3.1.3 Workload. To simulate the scenarios outlined in Section 2, we use a 5-class image classification problem aligned with one of the initial tasks the satellite will run - land cover classification. While the number of classes might change after deployment, this change only affects the last layer of the model, which in turn impacts the total number of multiply-accumulate operations insignificantly.

To match this classification problem, we chose MobileNetV1 [25] model pre-trained on the ImageNet [51] dataset and fine-tuned for 5-class classification task. The choice of the model was guided by the high availability of pretrained models as well as its small size and high flexibility in scaling down the size of the model using the depth multiplier, a parameter that controls the number of convolutional layers of the network. The scaling down is necessary to fit this model on the smallest of the devices under test, the ARM Cortex-M7 MCU, which only has a little over 2MB of memory.

**Inference scenario.** The shape of the images is the most important factor for our analysis when quantifying the latency and power-related metrics since the shape, not the content, of an image affects the computational requirements for the inference given a model. To emulate the computational requirements of the expected inference scenario, we randomly generate a 4512 x 4512 image (~60MB) following the size of the images produced by our camera (Section 2). This image is essentially a matrix with dimensions 4512 x 4512 x 3. The image is then partitioned into tiles of 224 x 224 creating 400 patches from the original image, in order to fit into the memory space of all the devices under test and the model input size.² We perform the inference on these patches separately. The reported latency is the latency to perform the inference on all 400 patches. The division into patches furthermore serves as a coarse-grain image segmentation in practice since it can allow us to send only the patches interesting to the mission at hand rather than the whole 4512 x 4512 image, leading to further optimization in bandwidth utilization between the satellite and the ground.

To report latency results for the devices with insufficient memory, i.e., ARM Cortex-M7 MCU and the CoralAI Dev Board Micro, we use images of total sizes of 224 x 224 (single patch) and 2272 x 2272 (100 patches) pixels, respectively. The results of the benchmarks for these subsets are extrapolated to 400 patches by multiplying the latency by 400 and 4, respectively.

Finally, after the division into patches, the inference does not include any image pre-processing, except for the image rescaling to the range of [0, 1] in the case of the NVIDIA Jetson Nano and the NCS2, which operate on floating point values rather than integers.

**Runs.** The results are the average of ten inference runs on the full-sized images. All devices are tested on three sizes of the network (depth multiplier of 0.25, 0.5, and 1.0), with the exception of the ARM Cortex-M7 MCU, which could only fit the smallest of the models in memory.

²The image is not evenly divisible. Therefore, we disregard the last 32 rows and columns of the image matrix.
### 3.2 Optimizations on Each Device

To take full advantage of the hardware architectures at hand, we apply optimizations on each setup prior to comparing them.

**ARM Cortex-M7 Microcontroller.** While the MCU has support for floating point operations, we quantized the network to 8-bit precision to increase the performance and, more importantly, decrease the memory requirements of running the models because the memory size is the most limiting factor of this device. X-CUBE-AI [58] generates a library which leverages the CMSIS-NN kernels [36] that are specifically designed and optimized to run on the ARM Cortex-M class of devices, which is what we use in our experiments.

**NVIDIA Jetson Nano.** Modern GPUs can leverage alternative data types to the default 32-bit floating point. On NVIDIA Jetson Nano, we take advantage of the 16-bit floating point data type, which is the only alternative option on this device, leading to an increase in performance and a decrease in memory requirements.

This device is supported by TensorRT, a framework for building optimized inference engines for NVIDIA GPUs. This is also the only device in our setup that supports batching while performing inference. Therefore, we test the performance of the NVIDIA Jetson Nano using varying batch sizes and leveraging TensorFlow and TensorRT. Figure 1 clearly shows the advantage of using TensorRT.

A separate thread performs the division of the full-size image into patches, subsequent scaling and batching of these patches, and pushing the processed batches into a queue. The batches are then inferred using TensorFlow or TensorRT. The optimal batch size for inference using the TensorRT framework is 16, which achieves the best overall latency and power efficiency. The increase in latency past this batch size is due to the total number of patches not being evenly divisible by these higher batch sizes, rendering a large portion of the computations of the last batch redundant. This problem only arises with TensorRT, as the inference engines are compiled and optimized for a fixed batch size in this framework.

Given the results in Figure 1, we use TensorRT with NVIDIA Jetson Nano in Section 3.3 with batch size 16.

**Intel Neural Compute Stick.** NCS2 supports the submission of more than one inference request concurrently, with four requests being recommended by the manufacturer. This amortizes the time spent on data transfers between the NCS2 and the host, which is non-negligible. As shown in Figure 2, four concurrent requests lead to a 50%-60% lower inference latency compared to one request.

To saturate the device with data and, therefore, decrease the latency of inference for the entire image, we produce patches in a separate thread and push the processed images into a queue, as is the case for the NVIDIA Jetson Nano. NCS2 only supports 16-bit floating points. The scaling of the input for this is integrated into the pre-processing steps of the model through OpenVINO. To create the patches from the original image on the host CPU, we leverage the optimizations of memcpy to copy a full row of the patch matrix instead of copying every single value one at a time.

The main thread on Raspberry Pi polls the queue for new patches and populates the inference requests. As OpenVINO has support for asynchronous requests, the inference requests can be populated and submitted from the main thread to NCS2. The inference requests accept a callback function, triggered on completion of inference, rendering the inference request available for reuse for the inference request of the next patch.

**Toradex Verdin iMX8M Plus.** While the on-chip NPU supports both 16-bit floating point values and 8-bit integer values, this work uses the 8-bit integer values due to increased computational efficiency. The use of 8-bit integers also leads to omitting of the otherwise-needed scaling operation of the pre-processing pipeline, as in the case of the NVIDIA Jetson Nano and the Intel NCS2. Furthermore, the creation of the patches leverages the same memcpy optimization as the NCS2.

**CoralAI TPU.** The CoralAI TPU only supports 8-bit integers (Section 3.1.1). The network is, therefore, quantized to this precision. Unlike the NCS2, the TPU only supports synchronous requests.
Since the precision of the network matches that of the image, there is no need to rescale the image after creating the patches. The creation of patches leverages the same `memcpy` optimization as the previous two devices. The optimized version exhibits 1.28 − 6.71x improvement in the latency of the pre-processing step (creation of the patch) of the inference pipeline as Figure 3 demonstrates. The creation of the patches on the CoralAI Dev Board Mini now accounts for only 91.2 ms of the 4118 ms of overall inference latency of the whole image, which is a small overhead. Therefore, this pre-processing operation is run in the main thread as well since the overhead of thread communication when we add a separate thread may give diminishing returns.

### 3.3 Comparison of Devices

Figure 4 shows the latency and the power consumption of inference using models with increasing size, i.e., with increased depth multiplier (DM) value. Together with the nominal power draw in Figure 5 and peak power draw in Figure 6, Figure 4 guides our analysis of the suitability of these devices for use in the imaging scenarios Section 2 outlines. After the analysis with respect to each scenario, we show the impact of the depth multiplier parameter of the model and discuss its implications for storage requirements.

**Scenario 1: Real-time imaging.** This is the most compute-intensive use case among the three scenarios. The low latency requirement also leads to a high duty cycle percentage, causing the nominal power draw to approach the peak power draw of the devices that can fulfill the latency requirements of this scenario.

As mentioned in Section 2, this scenario has to perform inference of the full-size image in 4.42s. The ARM Cortex-M7 MCU and the CoralAI Dev Board Micro are the only devices that cannot fulfill the latency requirements of this scenario for any model size in Figure 4. This is caused by the lack of computing power of the CPU in these devices. Even though the CoralAI Dev Board Micro shares the same accelerator with the CoralAI Dev Board Mini and the Coral AI TPU USB accelerator, its CPU is unable to match the feed rate of the larger devices, underutilizing its TPU. Overall, the Toradex Verdin device with the on-die NPU achieves the best latency due to the high degree of specialization and the fast interconnect between its CPU and NPU. While the latency achieved by NVIDIA Jetson Nano comes the closest to the latency achieved by the Toradex Verdin in the two smaller models, the inference latency using the largest model does not scale well. In comparison to the rest, the devices utilizing the Coral Edge TPU exhibit a lower increase in latency with the increase in model size (i.e., DM). This is due to the high overhead of the communication between the host CPU and the TPU overshadowing the impact of the model sizes.

As mentioned earlier, the high active duty cycle leads to a high nominal power draw, causing multiple devices to exceed the power budget, highlighted in Figure 5. Only the CoralAI Dev Board Mini and the CoralAI USB accelerator fulfill the nominal power draw requirement for the smaller model configurations, while the Toradex Verdin is the only device to fulfill the nominal power draw requirement across all tested model configurations.

**Scenario 2: Arctic region imaging.** By relaxing the latency constraints by processing the images of only the areas above the Arctic Polar Circle, more configurations pass the requirements.

As Figure 4 shows, the relaxation of the compute requirements leads to all the devices except for the ARM Cortex-M7 MCU to fulfill the latency requirements, which is 71.74s per image for this scenario (Section 2). On the other hand, the power consumption or efficiency at which these devices can perform the inference varies (Figure 4). The lowest power consumption was measured on the Toradex Verdin for the two smaller model configurations, while the flat latency scaling of the Coral Edge TPU devices led to the highest efficiency of the largest model configuration on the two Coral Dev Boards. The highest power consumption was measured on the NVIDIA Jetson Nano and the Raspberry Pi using the NCS2 accelerator, depending on the model size configuration.

The power consumption of the Toradex Verdin is 73 – 78% and 53 – 75% lower than the power consumption of the NVIDIA Jetson Nano and the Raspberry Pi with the NCS2 accelerator, respectively. For the CoralAI Dev Boards this difference is 26 – 84% and 30 – 67%.

As all the devices, except for ARM MCU, either meet or are close to meeting the latency requirements of Scenario 1, the active portion of the duty cycle in the devices decreases significantly, causing the nominal power draw to follow in Figure 5. All devices, therefore, fulfill the nominal power draw requirements for all model sizes.

**Scenario 3: Greenland imaging.** The least compute-demanding scenario corresponds to taking images of only Greenland. The low constraints mean that all of the devices pass the requirements. This is the only scenario that can also be performed using the low-power ARM Cortex-M7 since the latency requirement is 270s per image (Section 2). Even though ARM MCU has a very low power draw compared to the rest of the devices, the long latency to finish an inference makes it the least efficient choice, having a power consumption 3.67 − 9.31x higher than its counterparts (Figure 4).

The majority of time in this scenario is spent idle, and therefore, the nominal power draw of the devices is minimal.

With respect to the peak power draw, Figure 6 shows that three of the configurations do not meet the requirement of less than 5W: (1) NVIDIA Jetson Nano, whose power draw significantly exceeds the satellite’s power budget in all model configurations, (2) the Raspberry Pi with NCS2, which fits within the power budget of the satellite only when using the smallest model, and (3) the Toradex...
Verdin, which also fulfills this requirement only using the smallest model configuration. Even though decreasing the batch size of the NVIDIA Jetson Nano decreases its peak power draw by up to 25.8%, it does not lead to reductions significant enough to make this device eligible for deployment on DISCO.

Effects of depth multiplier. Our goal in this work is to characterize the performance of a variety of the edge devices for the DISCO use cases rather than coming up with the most accurate model for such a use case. The size of the model affects not only the accuracy of the model but also, as was shown in this section, latency and power draw of inference. Furthermore, the increased size of the model also increases the storage and memory requirements of the device and also stresses the uplink bandwidth (ground to satellite), which is often lower than the downlink bandwidth (satellite to ground).

MobileNetV1 with a depth multiplier (DM) of 0.25, 0.5, and 1.0 have 219,829, 832,101, and 3,233,989 parameters, respectively. This leads to file sizes of roughly 0.393KB, 1.1MB and 3.6MB, respectively, for the model itself, while these sizes change from device to device based on the deployment toolchain. These sizes can also significantly impact the time to update the model after deployment.

Based on our analysis, the model with DM=0.5 provides a middle ground between the lower latency and accuracy of the smaller model with DM=0.25 and the higher latency, power draw, and similar accuracy of the larger model with DM=1.0.

Effects of quantization. Some devices require or benefit from quantization to 16-bit or 8-bit values. In our experiments, the impact of this quantization on accuracy was negligible. Such impact can be mitigated even further with a quantization-aware training [29].

Storage. Even though the benchmarking results do not consider storage capacity and the I/O speed, they are very important, mainly for scenarios 2 and 3. In order to increase the required latency compared to the real-time scenario of 4.42 seconds, captured images need to be streamed to storage, to be later read and inferred. In order to buffer the 80 or 320 images for scenarios 2 and 3, respectively (Section 2), the devices have to have 80 · 60MB = 4,800MB and 320 · 60MB = 19,200MB of storage, respectively. This is fulfilled by all the devices, except for CoralAI Dev Board Mini (fulfills only scenario 2 requirement) and Micro, both of which have support for SD card expansion that can easily solve the storage space issue.
3.4 Discussion of Results

Based on Section 3.3, Toradex Verdin has the lowest latency and highest efficiency in the two smaller model sizes. It can, however, fulfill the peak power draw requirements of only the smallest configuration. We could only analyze this device after the launch of DISCO1. Therefore, it was not considered for integration in DISCO1, but it will be considered for the DISCO2 satellite given its efficiency.

Coral-TPU-based devices are next when it comes to satisfying the requirements for all the scenarios. Although they show higher latency than some of the other devices, such as the NVIDIA Jetson Nano or the Raspberry Pi accelerated by NCS2, they have superior efficiency and significantly lower peak power draw. Both the Coral Edge TPU and the NPU of the Toradex Verdin device owe their efficiency to the highly specialized systolic array architecture, which is built to perform fast multiply-accumulate operations in a highly parallel fashion without the need to load/store intermediate values.

At the other end of the spectrum was the ARM Cortex-M7. Due to the lack of parallelism, the device could only fulfill the latency requirements of the least challenging scenario, scenario 3. The low peak power draw did not lead to increased efficiency compared to the other devices due to the high latency. Furthermore, this device and the CoralAI Dev Board Micro have far less memory, prohibiting the whole image to fit in memory. This can be overcome with in-camera cropping and heavy use of buffering to storage, which would decrease efficiency and increase the complexity of the solution.

Finally, this work tested the performance of the systems using their development board variants. While this is a good option for fast characterization of their relative performance, it does not provide the full picture of the final product, especially with regards to their power draw, physical dimensions, and mass. These development boards are built to showcase all of their capabilities, including connectivity, most of which will not be used after integration. The removal of the unused peripherals, such as Ethernet or HDMI, will reduce the size and the power draw of the integrated devices. Therefore, minimal exceeding of the peak power draw, as is the case for the Toradex Verdin development board, is likely acceptable for the deployment on the future iterations of the DISCO satellites.

Based on our results and the timing of the satellite launch, Coral Dev Board Mini was chosen to be deployed as the IPU of DISCO1. While this work was conducted in the context of the DISCO project, the presented results have wider applicability. Any project that strives to maximize the value of the imagery taken at challenging environments such as space and under-water while minimizing cost of deployment (e.g., small-sized setups) and operations (e.g., fewer communication channels) would benefit from our findings.

4 RELATED WORK

Influx of specialized hardware at the edge such as NVIDIA Jetsons [3, 54] and low power footprint, they were not built with running deep learning workloads in mind. In contrast, system-on-chip (SoC)-based devices using small GPUs, such as the NVIDIA Jetsons, have been explored more in the past decade in satellites [11, 39, 52] based on the success of GPUs in terrestrial use cases of machine learning. As shown in Section 3.3, the resource-constrained deployments highly benefit from high degree of specialization. Some deployments utilize these architectures, such as multiple versions of Intel’s Movidius Myriad vision processing unit (VPU) [20, 21, 40] and the newer CoralAI Edge TPUs [22]. Nevertheless, to the best of our knowledge, there has not been a thorough benchmarking of this variety of devices in the context of image processing on satellites like the one we perform in Section 3.

In addition to investigating the possibilities and challenges for space edge IoT [16], there have been efforts to tackle the challenges of terrestrial edge IoT. These works include benchmarking machine learning performance for the edge [5, 6, 10, 30, 61], optimization of deep learning inference on resource-constrained devices by leveraging sparsity [42, 55], quantization [7, 13, 50, 57], resource management [31, 33, 38] or application-specific optimizations [35, 60, 62]. Furthermore, there has been work on overcoming the network bandwidth limitations of edge devices using compression [32], collaborative data processing using both edge devices and the cloud [4, 24, 59], managing and processing data in resource-constrained environments [37, 41, 47, 49], and managing IoT data in the cloud [2, 8, 19]. We complement these works by having a very specific data-intensive application focus deployed on satellites.

5 CONCLUSION

This paper presented our work and lessons-learned when building an Image Processing Unit (IPU) for the first satellite in the DISCO project. We characterized the performance of seven systems that were possible candidates for accelerating deep-learning-based image processing on board of a small satellite. The latency and power requirements were only met by the most specialized hardware. Coral Dev Board Mini was chosen as the best candidate to serve as an IPU on DISCO1. The end-product, the DISCO1 satellite, was launched in space in April 2023 and serves as a testbed for student projects and future satellite designs for similar Earth observation cases. All code used for evaluation of devices is available open-source3. In an extended version of this paper [9], we outline our experience of integrating the IPU on board of DISCO1, including the steps we took to increase its robustness and fault-tolerance.

As for the ongoing and future research directions in the DISCO project, in addition to an IPU design using the Toradex Verdin device, we work on a power-aware scheduler and a modular image processing pipeline. The former aims at orchestrating the workloads on the satellite without depleting its power reserves, while the latter aims at enabling incremental and partial updates to the image tasks.
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