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ABSTRACT
Deep learning training is an expensive process that exten-
sively uses GPUs. However, not all model training saturates
modern powerful GPUs. To create guidelines for such cases,
this paper examines the performance of the different colloca-
tion methods available on NVIDIA GPUs: naïvely submitting
multiple processes on the same GPU using multiple streams,
utilizing Multi-Process Service (MPS), and enabling the Multi-
Instance GPU (MIG). Our results demonstrate that collocating
multiple model training runs yields significant benefits, lead-
ing to up to three times training throughput despite increased
epoch time. On the other hand, the aggregate memory foot-
print and compute needs of the models trained in parallel
must fit the available memory and compute resources of the
GPU. MIG can be beneficial thanks to its interference-free
partitioning but can suffer from sub-optimal GPU utilization
with dynamic or mixed workloads. In general, we recom-
mend MPS as the best-performing and most flexible form of
collocation for a single user submitting training jobs.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; Ma-
chine learning; • Hardware; • Computer systems organi-
zation → Parallel architectures;
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1 INTRODUCTION
Today’s GPUs are significantly more powerful than those of
a decade ago. Modern GPUs, together with larger datasets,
facilitate the exponential growth of deep learning models.
Many data scientists, however, do not require large models
in practice. For example, a problem may not have a large
enough dataset to warrant a large model, or the ideal batch
size for training the model may not be large enough1 to uti-
lize all of the GPU resources [2, 11, 12, 28]. This poses an
hardware under-utilization issue [11, 31] when training neu-
ral networks as the training process usually takes exclusive
access to a GPU. This problem gets exacerbated with each
new GPU generation offering more hardware resources.

Workload collocation is a method for increasing hardware
utilization by running multiple applications at the same time
over the same hardware resources. That way, the device
and its resources are shared among the collocated appli-
cations. While workload collocation is heavily studied for
CPUs [8, 10, 17], its opportunities and challenges have been
largely unexplored for modern GPUs. In addition, unlike
CPUs, GPUs lack sophisticated resource-sharing methods
such as virtual memory and fine-grained sharing.
Today, there are several methods for workload colloca-

tion on a GPU. Firstly, multiple processes can be assigned
to the same GPU simultaneously without any explicit pro-
cess management. Alternatively, the collocation can be more
precisely managed, for example via NVIDIA’s Multi-Process
Service (MPS). Finally, the latest generations of NVIDIA GPUs
can be partitioned into fully isolated GPU instances at the
hardware level via Multi-Instance GPU (MIG).
This paper analyzes different ways of collocating deep

learning model training on NVIDIA GPUs. Specifically, we
investigate the strengths and limitations of the newMIG tech-
nology in contrast to the older methods. We characterize the
performance of the above-mentioned collocation methods
on an A100 GPU. We diversify our workload by considering
three datasets (ImageNet, ImageNet64x64, Cifar10) represent-
ing different sizes (large, medium, small). Furthermore, we
1Data scientists in our lab routinely use less than half of the requested GPU
resources during their model parameter exploration.

1

https://doi.org/10.1145/3642970.3655827
https://doi.org/10.1145/3642970.3655827


107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159

EuroMLSys ’24, April 22, 2024, Athens, Greece Ties Robroek, Ehsan Yousefzadeh-Asl-Miandoab, Pınar Tözün

160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212

acknowledge that the current deep learning landscape em-
ploys a wide variety of model architectures. We investigate
two popular convolutional models (ResNet, EfficientNetv2)
and one transformer model (CaiT). Additionally, we collocate
a recommender model with a vision model to demonstrate
the merits of workloads containing models that stress differ-
ent parts of the hardware. Our results highlight that:

• When model training is unable to utilize the full GPU on
its own, i.e., when running on our small- and medium-
sized training cases or cases that stress different parts of
the GPU, training multiple models in collocated fashion
presents considerable benefits. On the other hand, for
large model training, collocation provides either limited
improvements to throughput as the GPU becomes over-
saturated or cause model training to crash when the
available GPU memory is not big enough to hold the
combined memory footprint of the collocated models.

• On all the combinations we evaluated, MPS performs
better than naïve and MIG collocation, allowing single-
user workloads to get the most out of the hardware with
minimal setup required.

• MIG offers strict separation of the GPU’s memory and
compute resources across the collocated workloads, elim-
inating interference. It also allows multi-user colloca-
tion, unlike MPS, and can achieve higher energy effi-
ciency when the partitions are set well. On the other
hand, MIG requires creating hardware partitions a priori.
For the cases of well-defined workloads, one can create
the ideal MIG partitions and leverage MIG-based colloca-
tion. However, for more dynamic workloads where the
workload mix changes over time, MIG would require re-
partitioning to perform well, whereas other collocation
methods still provide benefits.

2 BACKGROUND
This section first provides background on different methods
of collocation. Then, we survey related work on workload
collocation for deep learning.

2.1 Collocation on GPUs
A CUDA stream [1] is a sequence of operations that execute
on the GPU (i.e., kernels and data transfers) in the order they
are issued. While operations within a stream are guaranteed
to execute in the prescribed order, operations in different
streams can run concurrently. This concurrency helps with
overlapping the stall time due to the data transfers between
the host CPU and GPU in one stream with work from an-
other stream. We call this type of workload collocation the
naïve method since it offers a limited way for sharing GPU
resources. This is because the streams have to share the

7g.40gb

3g.20gb3g.20gb

2g.10gb2g.10gb 2g.10gb

1g.5gb1g.5gb 1g.5gb1g.5gb1g.5gb1g.5gb 1g.5gb

1 x 7g.40gb

2 x 3g.20gb

3 x 2g.10gb

7 x 1g.5gb

Figure 1: MIG partitioning schemes on a NVIDIA A100-
40GB GPU. Horizontals can overlap but verticals can-
not. For example, having a 3g.20gb instance is not com-
patible with five 1g.5gb instances but is compatible
with two 2g.10gb instances (figure adapted from [18]).

GPU compute resources in a time-based manner rather than
having resources explicitly dedicated for each stream.
The multi-process service (MPS) [20] enables the host

CPU to launch multiple processes on a single GPU. Similar
to naïve collocation, these processes share the GPU memory
and memory bandwidth. However, unlike naïve collocation,
the streaming multiprocessors (SMs) of the GPU are split
across the different processes. Assignment of the SMs is done
by the MPS daemon automatically, unless explicitly stated
by the user, based on the provisioning of the GPU resources
needed for each process. This reduces interference across
the different processes compared to the naïve approach. One
limitation of MPS is that it cannot collocate applications
launched by different user accounts for security reasons.

Multi-instance GPU (MIG) [18] is the most recent collo-
cation technology introduced with NVIDIA’s Ampere GPUs.
It provides hardware support for splitting a GPU into smaller
GPU instances. Each instance can run a different process al-
lowing these processes to run in parallel on the same GPU.

An A100 GPU with 40GB memory supports several avail-
able partitioning profiles (see Figure 1). The smallest possible
GPU instance is one with just one memory slice and one
compute slice, 1g.5gb, with 14 streaming multiprocessors
(SMs) and 5GB of memory. Consecutively, a 2g.10gb profile
consists of two compute slices (28 SMs) and two memory
slices (10 GB of memory). The other available profiles are
3g.20gb, 4g.20gb, and 7g.40gb. The last profile consists of
almost all of the GPU resources. However, using the GPU
without MIG mode is not analogous to running this large
profile as the compute capability of the GPU is hampered
slightly due to MIG management overhead; i.e. the reduced
compute slice as mentioned above (10 SMs). Each partition is
strictly separated in terms of hardware resources preventing
any form of interference across partitions.

Many different partitions are possible as long as the max-
imum resource capacity is not exceeded. The partitioning
rules are set by the GPU itself, and the allowed set of in-
stances and configurations varies across different types of

2
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Table 1: Models & Datasets

Model Dataset #Parameters Size
ResNet26 Cifar10 17M small
ResNet50 ImageNet64 24M medium
ResNet152 ImageNet 59M large
EfficientNet_v2_s ImageNet64 22M medium
CaiT_xxs24_224 ImageNet 12M large
DLRM Criteo Terabyte 24B very large

NVIDIA GPUs (A100, A30, H100, H200). Finally, a GPU in-
stance may also be split into multiple compute instances
from the compute side with unified memory. This can be
useful when compute and memory requirements do not fol-
low the same pattern. For example, one could run a memory
intensive model and a compute intensive model with isolated
compute instances on a single GPU instance.

2.2 Related work
Collocation on GPUs have been studied in two dimensions:
software and hardware approaches. Software approaches
either focus on developing better primitives for collocation
on GPUs or provisioning the resources of GPUs for running
multiple applications [3, 22, 34]. In contrast, hardware ap-
proaches propose micro-architectural changes to GPUs to
enable finer-grained and more precise multi-application exe-
cution within a GPU considering performance, utilization,
and quality of service trade-offs [6, 7, 29, 30, 33, 36].
MIG is a relatively new technology and there have not

been many works that thoroughly explore its possibilities.
HFTA [28] is a mechanism to fuse multiple model training
runs for hyper-parameter tuning into one training run. The
authors show the effectiveness of HFTA compared to using
MPS or MIG to run multiple training runs in parallel. MISO
[15] runs MPS on a 7g.40gbMIG instance to predict the best
MIG configuration for different jobs. Finally, Li et al. [14]
characterize performance of only MIG using deep learning
models focusing on time and energy metrics.

In general, our work is orthogonal to these works since we
investigate the strengths and limitations of MIG in contrast
to the older collocation techniques such as MPS and naïve
collocation and use workloads of different sizes.

3 IMPACT OF COLLOCATION
3.1 Setup & Methodology
System. Our experiments run on a DGX Station A100, com-
posed of an AMD EPYC 7742 CPU (64 cores, 512GB RAM)
and four A100 40GB GPUs (108 SMs). Each of the A100 GPUs
have 40GB of VRAM and support up to 7 MIG instances with
at least 5 GB of memory per instance (see Section 2.1).

Experiments. The experiments are devised with varying
dataset sizes [4, 5, 13, 25] and models [9, 16, 26, 27] to assess
the performance of collocating deep learning training un-
der different loads (Table 1). We orchestrate the execution
of the workloads via a benchmarking framework [23]. The
vision models are sourced from the TIMM library [32], the
recommender model from Facebook Research [16], and we
are using the latest version of PyTorch as of the start of our
experiments (2.0) [21].

3.2 Uniform Collocation
Figures 2-4 illustrate the results of our uniform collocation
experiments. Each figure illustrates a particular model and
dataset combination (as subset of the listed combinations
in Table 1).2 Bars that are grouped together form one collo-
cated workload with models trained in parallel. The different
degrees of collocation are separated by dotted vertical lines.
The four non-collocated cases, which do not run any models
in parallel, are the first four bars and form our baselines.

3.2.1 Time per Epoch. Our main performance metric when
comparing the effectiveness of different collocation methods
is Time per epoch. We time the second epoch of training,
skipping the first one as warm-up.
Looking at the first four bars of Figures 2a-4a, reveals

that there is a little variation between the first three non-
collocated workloads: naïve, mps, and 7g.40gb. This indi-
cates that MPS and MIG have negligible overhead. On the
other hand, we see the impact of having fewer resources
available on the 4g.20gbMIG instance as the workloads get
larger in Figures 3a-4a.
Going over to the collocated runs, comparing across the

different collocation mechanisms on Figures 2a-4a reveals
that MIG-based collocation performs better as the degree
of parallelism increases (especially to 7). MPS reveals itself
as a clear winner, offering the best performance across the
board. In contrast, naïve collocation is the least effective. We
attribute the superior performance ofMPS to its more flexible
resource management allowing more effective collocation
(as Section 3.3 also shows) and the lower compute resources
that are available to MIG (Section 2.1).

As expected, collocation impacts the time it takes to train
the individual models due to interference across the col-
located runs. Additionally, as the degree of collocation in-
creases, so does the total time to train the models. On the
other hand, multiple models finish training simultaneously,
increasing training throughput. For example, except for the
large workloads, 2-way collocation delivers two models in
roughly the same time as no-collocation delivers one model.
3-way collocation with MPS and MIG leads to a 50-110%

2A larger set of results can be found in our longer report [24].
3
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Figure 2: Small: ResNet26 + Cifar10 (batch size = 128).
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Figure 3: Medium: EfficientNet_s + ImageNet64 (batch size = 128).
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(c) Memory footprint

Figure 4: Large: CaiT + ImageNet (batch size = 128).

increase in time per epoch compared to non-collocated case
while delivering three model training runs instead of one.
7-way collocation with MPS and MIG only increases the
runtime 2X-2.5X for our smallest workload (Figure 2) while
delivering 7 models in parallel. These results clearly show
that collocation is valuable when a single training run is not
large enough for the available GPU compute and memory
resources; e.g., the small and medium cases.
However, the picture shifts considerably with the large

workloads (Figure 4). We no longer see improvements for
all of the collocated runs. MPS remains strong and is the
only form of collocation that remains beneficial in terms of
throughput. Under naïve collocation, one epoch of training

takes roughly as long as training the models in sequence
without collocation. MIG fairs a little better under 2-way
collocation, but is not advantageous. Additionally, 3-way
and 7-way collocation becomes impossible due to memory
constraints.

3.2.2 GPU utilization. We use SM Activity to track GPU
utilization, [35], which is reported by the dcgm tool [19].
For the small case and 7-way collocation, the benefits of col-
location become very visible. With ResNet’s embarrassingly
parallel nature and the larger batch size allowing even more
parallelism, high utilization of the GPU compute resources
is achieved without overloading the GPU (Figure 2b). The

4
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Figure 5: Traffic from CPU to GPU during the second
epoch of ResNet26 + Cifar10 (batch size 32) training.

medium case reflects the same pattern, though starts hitting
compute resource boundaries under 7-way collocation, as
seen in Figure 3b. As a result, collocation provides consider-
able benefits for the small and medium cases with MIG and
especially with MPS. For the large case (Figure 4b), there is
little variety in the GPU utilization across different cases.

3.2.3 GPU memory footprint. Finally, Figures 2c-4c report
the aggregatememory footprint on the GPU for different
collocation methods for each workload. We use nvidia-smi
to collect the memory consumption for the whole GPU af-
ter a full epoch of training to signify how much memory
is needed for the model to train. The figures demonstrate
that the increase in memory footprint with collocation is
proportional to the degree of collocation. This is an expected
result as the models are not sharing data across collocated
runs in these experiments.

Notably, MIG collocation shows slightly smaller memory
footprints than the two other options, which prompted us to
delve deeper into PyTorch’s memory allocation. We discov-
ered that PyTorch adjusts the memory footprint depending
on the total available memory, which is less in the case of
non-7g.40gb MIG instances compared to whole GPU mem-
ory available under MPS and naïve. Switching the memory
allocator backend from PyTorch’s native implementation
to CUDA’s built-in asynchronous allocator removes the dif-
ferences in the memory footprint of different collocation
methods. However, we do not recommend this switch as it
slows down the training process.

3.2.4 Interconnect Traffic. Figure 5 reports the amount of
bytes received over time by the GPU measured by dcgm’s
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Figure 6: GPU energy consumption to complete the 2nd
epoch of ResNet26 + Cifar10 (batch size 32) training.

pcie_rx_bytes. We compare naïve andMPS collocation dur-
ing the second epoch of small ResNet training with batch
size 32. We pick this small case as it benefits greatly from
collocation and can highlight the differences across the collo-
cation scenarios more effectively. MIG is omitted here due to
dcgm not providing the readings for this metric under MIG
as a result of the GPU being split into multiple instances.
For lower degrees of collocation, naïve collocation leads

to a linear increase in data transferred over PCIe from CPU
to GPU with respect to degree of collocation. On the other
hand, for the 7-way case, there is less work being done per
unit of time for each training run leading to sub-linear PCIe
traffic. This is likely caused by the throughput benefits of
collocation taking a huge hit under naïve collocation, as
shown in Section 3.2.1. In contrast, MPS exhibits a super-
linear increase in PCIe utilization when collocating models.
In addition to the data transfers for the collocated runs, MPS
increases the kernel launch processes since it is able to elim-
inate false dependencies and share the GPU resources more
effectively across the collocated kernels (Section 2.1).

3.2.5 Energy Consumption. Finally, we look at the power us-
age andGPU energy consumption using dcgm’s power_usage
(watts) and total_energy_consumption (joules), respec-
tively, for the small ResNet training. Figure 7 shows that
collocation scenarios that are highly effective may run on
higher power but finish much quicker. This is due to higher
GPU utilization under MPS and MIG. MIG exhibits signif-
icantly lower wattage under 7-way collocation than MPS
while training slightly slower. The benefits of this can be
seen in Figure 6, which reports the total GPU energy con-
sumption of the second epoch of the model training. While
requiring higher power usage per unit of time, MPS spends
less energy compared to naïve collocation thanks to finish-
ing training faster. While not as fast as MPS, MIG in general
exhibits the lowest GPU energy footprint.
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Figure 7: GPU power usage during the second epoch of ResNet26 + Cifar10 (batch size 32) training.
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Figure 8: Time for training mixed vision workloads
with & without (serial) collocation for two epochs.

3.3 Mixed Workloads
So far, we focused on homogeneous collocation scenarios.
Such cases can be extremely useful in practice when a data
scientist is performing hyper-parameter tuning to come up
with the ideal set of parameters for a model repeatedly run-
ning the same model with a different set of parameters. On
the other hand, there is also value in investigating non-
homogeneous collocation scenarios to observe what happens
when individual training runs stress the GPU unequally.

We select combinations of small, medium, and large ResNet
models with corresponding dataset sizes to collocate for the
heterogeneous runs (as listed in Table 1). For the MIG work-
loads, these run on 1g.5gb, 2g.10gb and 4g.20gb, respec-
tively. We opted to keep a static MIG configuration while
testing heterogeneous collocation since in a real-world sce-
nario, e.g., in a data center, the MIG partitions would already
be set and reallocating resources after each training run
could be impractical.
Figure 8 details the total execution time for training the

collocated models using the different collocation methods
in comparison to training them back to back, serial, without
collocation. We see that the benefits of collocation vary heav-
ily across workloads. For larger workloads such as "S+M+M"
and "S+S+M+M", naïve and MPS collocation provide sizeable
benefits by training the small model without impacting the
medium one. In general, the flexibility of both naïve colloca-
tion and MPS is a great advantage here over MIG.
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Figure 9: GPU utilization and memory footprint over
time for S+M+M+M from Figure 8.

Figure 9 dives deeper into the "S+M+M+M" workload
to observe how the GPU utilization and memory footprint
changes over time during collocated runs with naïve, MPS,
and MIG collocation. We pick this mix as it is the one that
utilizes MIG instances the best. The GPU utilization under
MIG gets lowered after the small model finishes, since MIG is
unable to fill-up the corresponding instance with more work.
On the other hand, naïve and MPS are able to keep similar
GPU utilization throughout. In contrast, the memory foot-
print follows a similar trend for all collocation strategies. It is
higher in the beginning as all four models are training. The
values then drop off quickly once the small model finishes
training.

Furthermore, to investigate the impact of collocatingmixed
workloads that stress different hardware resources, we show
the results of collocating a recommender model with a large
vision model training in Table 2. We configure two 3gMIG
compute instances to share memory as the recommender
model does not fit into the memory of smaller GPU instances.

Adding a memory-heavy model such as the recommender
greatly promotes collocation. Training time only increases
slightly when collocating these, going between 4%-14% and
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Table 2: Mixed collocation ofmemory-intensive recom-
mender and compute-intensive vision models. Recom-
mender time is for one training block plus validation.
ResNet time is for one epoch. The reported increase in
time (%) is relative to the sequential run.

Workload Time (h) GPU Util. Memory (GB)Recom. ResNet Total
Recommender 5.36 - 6.41 5% 29.14
ResNet152 - 1.05 82% 8.47
Naïve 6.09 (+14%) 1.11 (+6%) 6.09 (-5%) 81% 37.75
MPS 5.57 (+4%) 1.10 (+5%) 5.57 (-13%) 81% 37.62

MIG (shared) 5.60 (+4%) 1.40 (+33%) 5.60 (-13%) 39% 37.86

4%-33% for the recommender and ResNet, respectively. MPS
performs especially well, training both models with just a 4%
increase in training time. As before, memory consumption
roughly corresponds to the sum of both models. However,
GPU utilization does not increase. Under MIG, unfortunately,
only part of the computing power of the GPU can be assigned
to ResNet, even though the recommender requires little.

3.4 Summary & Collocation Guidelines
Based on the results we covered, we now provide some guide-
lines for deep learning training collocation.
• Workload collocation is highly beneficial when the ag-
gregate compute and memory needs of the collocated
deep learning training runs fit the GPU.

• Collocation gives diminishing returns when the GPU
utilization of an individual run is already close to 100%.

• The aggregate memory footprint of the collocated runs
can effectively be estimated by the sum of the memory
footprints of the individual runs and cannot exceed the
available memory on the GPU.

• MPS achieves better performance across the board thanks
to its flexible distribution of hardware resources among
the collocated runs. On the other hand, it requires higher
interconnect bandwidth.

• MIG can support collocation effectively when a strict
separation is required among the runs thanks to its rigid
partitioning even though this partitioning leads to sub-
optimal performance compared to MPS. Furthermore,
MIG exhibits higher energy efficiency on GPUs when
the instances are configured well for the workload.

4 CONCLUSION
In this paper, we provide a performance characterization on
a modern GPU device that has support for multiple means of
GPU collocation: naïve, MPS, and MIG. Our results demon-
strate that GPU collocation is highly beneficial for small-
and medium-sized workloads that cannot fully saturate the
whole GPU. Although per-model training is overall slower,
parallel execution of workloads can utilize GPU resources

more effectively, increasing training throughput. MIG no-
tably requires a rigid setup while providing full isolation
across its instances.
If the workload across the instances is imbalanced, runs

that finish early will leave some instances idle, unless there
is other work that could be allocated over those instances.
Naïve collocation and MPS, on the other hand, can utilize the
resources released by the finished work, increasing the train-
ing performance of models that require more time to train.
In general, MPS provides the best collocation performance,
if not the most energy efficient.
In this work, we limited our focus to training on a single

GPU since NVIDIA does not allow multi-GPU training with
MIG. we limited our focus to training on a single GPU since
NVIDIA does not allow multi-GPU training with MIG. In a
data center, many workloads can be collocated not only on
the same GPU but also on the same server. Therefore, study-
ing the impact of collocation while running other workloads
on other GPUs on the same device would be interesting fu-
ture work. Furthermore, considering the results with the
recommender model, further investigations of the shared
memory instances of MIG would be worthwhile.
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Figure 10: Small: ResNet26 + Cifar10 (batch size = 32).
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Figure 11: Small: EfficientNet_s + Cifar10 (batch size = 128).

0

20

40

60

80

100

n
aï

ve
m

p
s

7
g.

4
0

gb
4

g.
2

0
gb

n
aï

ve

M
P

S

3
g.

2
0

gb
se

ri
al

n
aï

ve

M
P

S

2
g.

1
0

gb

se
ri

al

n
aï

ve

M
P

S

1
g.

5
gb

se
ri

al

1X 2X 3X 7X

Ep
o

ch
 T

im
e 

(m
in

u
te

)

Collocation option, # of collocated models (top to bottom)

(a) Epoch time

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

n
aï

ve

M
P

S

7
g.

4
0

gb

4
g.

2
0

gb

n
aï

ve

M
P

S

3
g.

2
0

gb

n
aï

ve

M
P

S

2
g.

1
0

gb

n
aï

ve

M
P

S

1
g.

5
gb

1X 2X 3X 7X

U
ti

liz
at

io
n

Number of models, collocation option (bottom to top)

mean

max

(b) GPU utilization

0

5

10

15

20

25

30

35

40

n
aï

ve

M
P

S

7
g.

4
0

gb

4
g.

2
0

gb

n
aï

ve

M
P

S

3
g.

2
0

gb

n
aï

ve

M
P

S

2
g.

1
0

gb

n
aï

ve

M
P

S

1
g.

5
gb

1X 2X 3X 7X

M
em

o
ry

 C
o

n
su

m
p

ti
o

o
n

 (
G

B
)

Collocation option, # of collocated models (top to bottom)
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Figure 12: Medium: ResNet50 + ImageNet64 (batch size = 32).

A ADDITIONAL UNIFORM
COLLOCATION RESULTS

As part of our investigation of the collocation mechanisms,
we have also experimented with varying the batch size and

tested out additional model and dataset combinations.We are
sharing the results from those experiments in this appendix
for completeness in Figures 10-14, even though they do not
change the key conclusions of this paper.
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Figure 13: Medium: ResNet50 + ImageNet64 (batch size = 128).
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Figure 14: Large: ResNet152 + ImageNet (batch size = 32).
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